
IACJOURNALCS
A DEFENSE-IN-DEPTH AND LAYERED APPROACH TO 

SOFTWARE SUPPLY 
CHAIN SECURITY
PAGE 19   

Improving the U.S. Air  
Force’s Cyber Defense  

Strategy
PAGE 04

Dark Net Usage for  
Countries in Conflict

PAGE 10

Modeling & Simulation:   
Battle Readiness in  

a Virtual World 
PAGE 30

The Post-Quantum  
Cryptography Era

PAGE 37

Di
st

rib
ut

io
n 

St
at

em
en

t A
:  

Ap
pr

ov
ed

 fo
r p

ub
lic

 re
le

as
e;

 d
is

tr
ib

ut
io

n 
is

 u
nl

im
ite

d. VOLUME 8    NUMBER 1    2024



Volume 8  //  Number 1  //  2024

Editor-in-Chief:   
Gregory Nichols

Sr. Technical Editor:   
Maria Brady 

Graphic Designers:   
Melissa Gestido, Katie Ogorzalek

The CSIAC Journal is a publication of the Cybersecurity 
& Information Systems Information Analysis Center 
(CSIAC).  CSIAC is a DoD Information Analysis Center 
(IAC) sponsored by the Defense Technical Information 
Center (DTIC) with policy oversight provided by the 
Office of the Under Secretary of Defense (OUSD) for 

Research and Engineering (R&E).  CSIAC is operated by 
the SURVICE Engineering Company.

Copyright © 2024 by the SURVICE Engineering Company.  
This journal was developed by SURVICE under CSIAC 
contract FA8075-21-D-0001.  The Government has 

unlimited free use of and access to this publication 
and its contents, in both print and electronic versions.  
Subject to the rights of the Government, this document 

(print and electronic versions) and the contents 
contained within it are protected by U.S. copyright 
law and may not be copied, automated, resold, or 
redistributed to multiple users without the written 
permission of CSIAC.  If automation of the technical 
content for other than personal use, or for multiple 
simultaneous user access to the journal, is desired, 

please contact CSIAC at 443.360.4600 for  
written approval.

Reference herein to any specific commercial  
products, process, or service by trade name, trademark, 
manufacturer, or otherwise does not necessarily 

constitute or imply its endorsement, recommendation, 
or favoring by the United States Government or CSIAC.  
The views and opinions of authors expressed herein 

do not necessarily state or reflect those of the United 
States Government or CSIAC and shall not be used for 

advertising or product endorsement purposes.

ISSN 2836-7383 (Print) // ISSN 2836-7391 (Online)

Distribution Statement A:   
Approved for public release; distribution is unlimited.

On the Cover:  
Digital Art Rendering (Source:  123rf.com). 

ABOUT CSIAC 
Who We Are
A DoD Information Analysis 
Center comprised of 
scientists, engineers, 
researchers, analysts, and 
information specialists. 

What We Do
Generate, collect, research, 
analyze, synthesize, and 
disseminate scientific 
and technical information 
(STI) to DoD and federal 
government users and 
industry contractors.

Why Our Services
To eliminate redundancy, 
foster collaboration, and 
stimulate innovation.

CONTACT CSIAC 
IAC Program  
Management Office
8725 John J. Kingman Road 
Fort Belvoir, VA 22060 
Office:  571.448.9753 
 
 

CSIAC  
Headquarters 
4695 Millennium Drive 
Belcamp, MD 21017-1505 
Office:  443.360.4600 
Fax:  410.272.6763 
Email:  contact@csiac.org

CSIAC Technical 
Project Lead
Phil Payne 
4695 Millennium Drive 
Belcamp, MD 21017-1505 
Office:  443.360.4600

CSIAC SERVICES
Subject Matter 
Expert (SME) 
Connections

Access to a network of 
experts with expertise 
across our technical focus 
areas.

Webinars & 
Events

Our webinars feature a 
technical presentation from 
a SME in one of our focus 
areas. We also offer key 
technical conferences and 
forums for the science and 
technology community.

Technical 
Inquiries (TIs)

Up to 4 hours of FREE 
research using vast DoD 
information resources and 
our extensive network  
of SMEs.

Specialized 
Task Orders

Research and analysis 
services to solve our 
customer’s toughest 
scientific and technical 
problems.

STI  
Collection

Our knowledge management 
team collects and uploads 
all pertinent STI into DTIC’s 
Research & Engineering 
Gateway.

Information 
Research 
Products

The Cybersecurity & 
Information Systems Digest, 
state-of-the-art reports, 
journals, TI response 
reports, and more  
available on our website.

IACJOURNALCS

02 CSIAC Journal  //  202402 CSIAC Journal  //  2024



F E AT U R E D  A R T I C L E

A DEFENSE-IN-
DEPTH AND LAYERED 
APPROACH TO 
SOFTWARE SUPPLY 
CHAIN SECURITY
Abdul Rahman

To protect critical military and homeland 

security software supply chains, artificial 

intelligence/machine learning-based supply 

chain analysis can be trained on a broad 

set of local, distributed, network, and end-

point data to infer the probability of security 
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INTRODUCTION

April 2007 marks the month 
when the internet became 
weaponized [1].  In Estonia’s 

capital city of Tallinn, the government 
decided to move a bronze statue of a 
Russian soldier from the city center 
to a war memorial cemetery on the 
outskirts of town (Figure 1).  They 
wanted to move the statue during 
the 60th anniversary of its erection 
in 1947, which memorialized the 
sacrifices of Russian soldiers liberating 
eastern Europe from the Nazis.

Amidst protests, a targeted distributed 
denial of services (DDoS) attack 
struck banking, government websites, 
and small businesses, taking these 
government and commercial services 
offline for several weeks.  The 
Estonian government brought services 
back online, but this event marked 
the first time the world had seen 
a “cyberattack.”  Leading experts 
attributed this DDoS attack to Russian 
organizations.  Fourteen years earlier, 
another momentous cyber event 
took place but was not limited to just 
Estonian citizens—this event changed 
the world forever.

The World Wide Web (WWW) became 
first available for public use and 
consumption in April 1993 [2].  It 
was the brainchild of researcher Tim 
Berners-Lee while working at CERN, 
a Swiss physics lab.  But the original 
internet, predating the WWW by 24 
years, was a military invention called 

the ARPANET [3].  Built in 1969, the 
ARPANET demonstrated data being 
transferred via computers outside a 
local network for the first time.  Its 
name came from an agency called 
ARPA, predecessor of the Defense 
Advanced Research Projects Agency 
(DARPA).  Even though the United 
States has had an internet since 1969, 
when the WWW opened its aperture 
to the world, the public and private 
sectors became so interconnected that 
it is now considered by some countries 
as a human right. 

From its earliest days, organizations 
utilizing the ARPANET’s data transfer 
capability knew each other when 
they communicated on the network, 
and trust was implied.  But since the 
opening of the WWW, there has been 
more ambiguity to who or what is on 
the other side as well as their desire 
for others’ devices.  Hacking from 
lone wolves to nations’ states is now 

prevalent across this new domain, and 
for the last 15 years, countries have 
used it as a statecraft for espionage 
and warfare.

Estonia marked the beginning of 
weaponizing cyberspace, but no 
permanent damage has been associated 
with this disruption.  In 2010, we 
saw physical destruction of machines.  
A joint American/Israeli operation 
called Olympic Games used a cyber 

Figure 1.  Russian Soldier Statue (Source:  Postimees/Scanpix). 
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tool called Stuxnet to destroy Iranian 
nuclear centrifuges.  In this operation, 
we saw damage in the physical world 
from the virtual environment [4].

In this new world order, modern 
militaries are seeing their networks, 
weapons systems, and infrastructures 
become vulnerable to these types of 
cyberattacks.  Defined by the National 
Institute of Standards and Technology, 
a cyberattack is “an attack, via 
cyberspace, targeting an enterprise's 
use of cyberspace for the purpose of 
disrupting, disabling, destroying, or 
maliciously controlling a computing 
environment/infrastructure; or 
destroying the integrity of the data or 
stealing controlled information” [5].

U.S. AIR FORCE (USAF) 
INTEGRATED CYBER 
DEFENSE STRATEGY
Just like the rest of the world, the 
USAF learned that the cyberspace 
network is the backbone infrastructure 
for other organizations to use in 
creating weaponized cyberspace effects.  
In 2016, they started transforming 
their legacy communications squadrons 
to cyberspace operations squadrons.  
They called this transformation the 
Cyber Squadron Initiative (CSI) [6].  
For example, a USAF pilot operates 
the aircraft but does not fix it; an 
aircrew member is the operator of the 
weapons system, not the maintainer.  
In the same vein, the communications 
squadrons are the maintainers of 

the network.  These new cyberspace 
operations squadrons would become 
the “pilots,” or operators, in this new 
domain.  They would have to gain new 
trade skills and experiences, utilizing 
their computers as weapons inside 
the network.  The Cyber Squadron 
Enabling Concept, signed in 2018, and 
the Program Action Directive for CSI, 
signed in 2020, finalized the creation 
of these teams and processes.  The 
USAF created operational units called 
Mission Defense Teams (MDTs) to 
defend their interconnected assets in 
cyberspace.  This concept was built on 
integrated cyber defense [7].

Integrated cyber defense is a layered 
model that provides three key 
components:  proactive defense, 
resiliency, and defense in depth  
(Figure 2).  Proactive defense is human 
cyber defenders seeing potential cyber 
adversaries in their communications 

and weapons system networks.  These 
defenders can prevent and fight off 
cyber intrusions.  Resiliency is the 
idea of building or improving these 
systems, or processes, during a conflict.  
And defense is the layered, automated, 
or semiautomated tools to initially 
block intrusions. 

The foundation of this defense 
is placed upon the network 
infrastructure, called information 
technology (IT).  Functional mission 
analysis cyber is a sublayer to this 
foundation that identifies risks and 
where that risk (cyber terrain) goes in 
the mission. 

The concept and model of integrated 
cyber defense is solid.  Combining 
humans and machines to defend 
cyberspace makes total sense when 
facing today’s cyber challenges. 

Figure 2.  Cyber Defense Layered Model (Source:  U.S. Air Force).

INTEGRATED CYBER DEFENSE
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        • Mission success during attack
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    • Complicates enemy access
        • Initial defense
            • Blocks most attacks
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Cyber Squadron Competencies

IT Service Delivery
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• Define cyber terrain
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CHALLENGES AND 
OPPORTUNITIES
The USAF’s first challenge in its 
cyber defense strategy was to 
move the military members from 
communications to cyber operations.  
They created the MDTs to host the 
new cyber operations squadrons.  
However, people still needed to take 
care of the network, so they invested 
into Enterprise IT as a Service (EITaaS) 
in 2018 [8].   EITaaS is the process of 
contracting network maintenance out to 
companies, but it comes with a $6B bill.  

That same year, the USAF consolidated 
all cyber equities to the Air Combat 
Command and created a three-star 
numbered air force called 16 Air Force 
(AF) a year later.  The 16 AF combined 
intelligence and cyberspace into one 
area.  By 2022, there were 84 MDTs 
across the AF bases, or wings.  The 
USAF is the only service invested 
in this type of cyber defense at the 
base level and controlled by the base 
commander for their wing priorities.  
This year, they divested most of the 
teams and only funded 19 of them.  

What happened?  We will explore 
factors that possibly contributed to this 
in the following sections.

INTEGRATED DEFENSE 
MODEL
We will discuss each area of the 
integrated defense model and what 
improvements can be made to salvage 
it and make it a combat-effective 
capability for the USAF. 

Proactive Defense

Proactive defense is given to the base 
or wing commander, a colonel most 
likely, who has no formal education 
in cyberspace and is usually a legacy 
operator of an aircraft or missile 
system.  Many of these commanders 
do not even know they have MDTs 
on their bases, nor do they know how 
to utilize them.  As a result, MDTs 
are not executing mission-relevant 
operations and are still inside their 
communications squadrons, residing at 
the mission support groups and away 
from the operations groups.  Since 
support groups are there to support 
wing functions like computer repair or 
network outages, many MDT members 
are still doing legacy support, even 
with EITaaS at their bases. 

MDTs are not sent to a formal training 
school like aircrews.  When attending 
formal training schools, aircrews not 
only learn about their aircraft but how 
to employ that weapons system in a 

combat environment where multiple 
effects are taking place.  They know 
where their combat capabilities fit into 
the larger war effort.  Flying is the easy 
part; combat employment, in context 
of a highly contested environment, is 
the tougher skill to learn.  In contrast, 
MDTs are getting computer-based 
training, which involves a few weeks of 
understanding cyber tools to utilize in 
defense and learning how to assess risk 
in their networks, including weapons 
systems and base infrastructure. 

The higher command has never issued 
a timeline to complete training or 
execute first missions.  Some teams 
have stayed in the training pipeline 
for years, never converting to being 
fully mission qualified.  The return 
on investment of these teams to 
show mission effectiveness in cyber 
defense of a base was very low.  Of 
the teams that showed effectiveness, 
the secret sauce was two-fold—wing 
leadership buy-in and understanding 
the importance of cyber defense as 
well as integrating these MDTs into all 
aspects of their base mission, including 
operations, maintenance, support, and 
intelligence.  The teams met regularly 
with their counterparts and debriefed 
wing leadership on their mission 
status and the priorities their wing 
commanders gave them.  

To improve their effectiveness, the 
MDTs must be held accountable to 
a timeline for mission qualification, 
which is the responsibility of the Air 
Combat Command.  In addition, the 
Air Education and Training Command, 

Combining humans and 

machines to defend 

cyberspace makes total sense 

when facing today’s cyber 

challenges. 
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particularly Air University, needs to 
offer cyber education to new wing 
and group commanders when all 
new commanders go to Maxwell Air 
Force Base in Montgomery, AL, for 
their required courses.  MDTs need 
their own formal training unit, and 
when arriving at their base, they need 
mission qualification training for their 
base mission (fighter, bomber, missile 
systems, etc.).  Integration at the wing 
level and into all exercises and training 
opportunities is necessary since all 
other wing units do this.  

Resiliency

Resiliency is not addressed in the 
integrated cyber defense model.  There 
is a complete misunderstanding of 
mission risk, which is defined in 
simple terms as a threat acting upon 
a vulnerability [9].  To quantify risk, 
there is the evaluation of consequence 
and the likelihood a negative event 
would take place.  Risk assessments 
usually only incorporate one system 
or domain.  However, when using 
system theory, mission risk pertains 
to a system of systems needed to 
operate in any complex environment, 
including combat.  Most cyber risk 
assessments would showcase one 
area—outdated servers or unpatched 
computers.  All servers need electricity, 
air conditioning, physical security, and 
connectivity to the computers they are 
interconnected with.  Servers operate 
in a system of systems.  For example, if 
an air conditioning unit was 20 years 
old, instead of updating a 3-year-old 

server, the air conditioner should be 
fixed first before the servers overheat 
when the unit breaks down. 

Also, integrating and including the 
intelligence community into these 
risk assessments is necessary because 
not all vulnerabilities are acted 
upon.  Intelligence, just like battlefield 
assessments of enemy missile 
and aircraft systems, uses this to 
understand weaknesses and prioritize 
courses of action for decision-making.  
Cyber defense is no different.

A better way to view cyber risk 
assessments is understanding the 
mission first and what pathways the 
systems utilize to execute that mission.  
Fusing the MDT with operations, 
maintenance, and intelligence when 
those risk assessments are being made 
allows risk to become mission risk; 
risk is now in context.  Two other 
important risk areas involve the 
enemy and one’s own system.  For 
example, in cyber defense, we have 
learned over the years that China steals 
intellectual property vice Russia that 
disrupts allies’ systems.  Those are two 
completely different focus areas—the 

cyber defense teams and the tools 
needed to defend those networks.  
Knowing one's systems and which has 
the most vulnerabilities are key factors 
when performing these assessments.  
Cyber teams and IT professionals do 
not own risk.  They advise on risk.  
Leaders and commanders own the 
risk.  Cyber teams are there to inform 
and help leaders prioritize risk so the 
entire base can execute the missions.

Defense in Depth

Defense in depth is not being 
optimized.  The USAF is the one 
service that loves its technology more 
than its sister services.  But even 
beyond the military, in the cyberspace 
domain, technology is king.  Terms 
like artificial intelligence, quantum 
computing, and machine learning have 
taken over from yesterday’s outdated 
lingo like zero trust and blockchain.  
The military uses technology to fill in 
its capability gaps.  They should be 
asking, “What is the mission, what are 
the capabilities we need to execute that 
mission, and can technology answer 
these gaps in mission execution?”  This 
is the starting point when finding 
technology that works for mission 
relevancy.  

Retired AF Colonel Tony Franks 
once heard an AF general say to 
blockchain the entire Air Force [10].  
This is probably not feasible because 
blockchain is a distributed database 
utilizing ledgers and timing, so one 
cannot easily manipulate a tasking [11].  

A better way to view cyber risk 

assessments is understanding 

the mission first and what 

pathways the systems utilize 

to execute that mission.
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However, when time is of the essence, 
like that involving nuclear weapons or 
combat search and rescue of a downed 
aircrew member, there should not be 
a delay in executing these missions for 
national security.  On the other hand, 
acquisitions, lifecycle management 
of systems, and contracting can be 
blockchained.  We should use the right 
tool for the job—the right technology 
for the mission requirements.

Beyond technology are people.  
Knowing the enemy is critical, but 
knowing the people is more important.  
Cybersecurity is vital to our missions 
in the military, and industry has 
handled it through automated and 
semi-automated defenses and tools.  
There have been more cybersecurity 
violations from negligent users than 
any enemy lurking in the cyber 
shadows.  We need to increase, 
improve, and update our cybersecurity 
training in the services.  Education is 
the cheapest way to defend ourselves 
in this domain.  Because leaders have 
different training and education needs 
than their subordinates, airmen should 
have multiple training venues that 
take them on a cybersecurity journey 
through their entire career, from basic 
cyber hygiene to advanced awareness 
and tactics.  In addition, members of a 
wing should get classified briefings on 
enemy cyber capabilities and their own 
weapons system vulnerabilities.

CONCLUSIONS
The USAF should be the most 
lethal airpower component in the 
world.  This world is completely 
interconnected in cyberspace, and 
cyber defense is an incredible 
challenge.  The old world saw that 
a good defense could always outlast 
an invading army.  In this new world 
order, cyber offense just needs a single 
avenue to get through a layered cyber 
defense.  There will never be a perfect 
cyber defense, but we should not make 
it easy for the enemy.  The goal of the 
AF Integrated Cyber Defense Strategy 
should be to make adversarial cyber 
intrusions so difficult and expensive 
to conduct that the adversary does not 
want to attack due to the combat cost.  
Addressing these challenges, we can 
implement that strategy effectively for 
our nation. 

NOTE
This article is the opinion of the author 
and does not represent the views of the 
U.S. government, USAF, or Air University. 
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INTRODUCTION

F or many, the “dark web” 
harbors a stigma.  After 
the rise of notorious “dark 

net markets” like “Silk Road” and 
“AlphaBay” in the early 2010s, pop 
culture has come to equate the “dark 
web” with illegality and contraband.  
Something often forgotten and 
the altruistic cornerstone as to 
why the dark web exists in the 
first place is the mitigation of 
internet censorship.  The dark web 
is a medium for those to access 
information and communicate in a 
censorship-resistant environment.  It 
is imperative for U.S. Department 
of Defense partners to understand 
dark web intelligence is a crucial 
component of the open-source 
intelligence discipline, especially for 
countries in conflict. 

Because of freedom of speech 
and freedom of press, America is 
naive when it comes to internet 
censorship.  Many countries 
throughout the world heavily censor 
the internet for their citizens and 
completely control what content the 
populus can view.  It is estimated 
that 5.18 billion people utilize the 
internet, equated to 64.6% of the 
world’s population as of April 2023 
[1], for countless purposes—from 
news/information to social media 
to entertainment.  Of those 5.18 

billion users, how many are throttled 
by their governments as to what 
they are allowed to do when they go 
online?

A January 2023 article published by 
Comparitech [2] rated the various 
countries throughout the world 
that strictly control the internet 
for their citizens.  North Korea 
and China possessed the most 
internet censorship.  Furthermore, 
the commonality of heavy internet 
censorship coinciding with 
totalitarian regimes/dictatorships 
is unremarkable.  From this, how 
does internal and external conflict 
in a country correlate to internet 
censorship and, by extension, 
the means to circumvent those 
protocols?  How does dark web 
usage or virtual private network 
(VPN) connectivity to peer-to-peer 
facilitated “mesh nets” directly 
impact war or civil unrest?

THE DARK WEB DURING 
THE RUSSIA-UKRAINE 
WAR
The ongoing conflict between 
Ukraine and Russia has surpassed 
a year.  In August 2022, The New 
Statesman published an article 
about how the Russian invasion in 
Ukraine was “reshaping the dark 
web” and that “the geopolitical 
tensions that have changed the 
world are also changing the dark 
web” [3].  Although this article was 
published during the first six months 
of the Russia-Ukraine conflict, the 
perception of geopolitical tensions 
transcending to the dark web is 
apparent.

While the dark web is often 
shrouded with anonymity, 
individual “dark nets” are often 
very transparent in the metrics 
concerning the scope of their usage.  
For example, global privacy service 
Tor offers its metrics via the Tor 
Project, where multiple components 
of the network can be viewed  
(Tables 1 and 2). 

Russia started tightening its 
restrictions on VPN services like 
Tor and dark web usage two months 
before the invasion of Ukraine, 
in December 2021.  In an article 
published that same month, Reuters 
highlighted the “crackdown,” where 

The altruistic cornerstone 

as to why the dark web 

exists in the first place is 

the mitigation of internet 

censorship.  
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the Russian government blocked access 
to the Torproject.org, a climax in a 
multiple year campaign of enforcing 
restrictions for VPNs [5].

Conversely in February of 2023, 
Russia elicited the dark net market’s 
“BlackSprut” for a paid billboard 
advertisement displayed in Moscow.  
CybersecurityConnect described this 
move as follows [6]: 

The important question is how 
the advertisement made it onto 

the billboard in the first place.  
It could be a hacked device, or 
an innocent oversight from the 
billboard’s operator, but there’s 
no denying that Russia is a far 
friendlier place for darknet 
markets to operate than many 
countries.  That the country 
is profiting from a wide range 
of crypto transactions to get 
around strict sanctions placed 
upon the country following 
its illegal invasion of Ukraine 

could also be a factor.  And it 
doesn’t hurt that, reportedly, the 
operators of the market support 
Russia’s war and have even gone 
so far as to support Russian-allied 
troops with crypto donations. 

PHONE APPS DURING THE 
RUSSIA-UKRAINE WAR
Another development with dark web 
usage germane to Russia was the rise 

Table 1.  Top 10 Countries by Bridge Users April 2023 – July 2023 (Source:  Tor Metrics [4])

Table 2.  Top 10 Countries by Bridge Users December 2021 – July 2023 (Source:  Tor Metrics [4])
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of mobile phone apps for individual 
dark net markets juxtapose the 
traditional dark web browser usership 
(Tor, I2P, etc. [7]) (Figure 1).   
As the conflict between Russia 
and Ukraine neared its one-year 
anniversary, a DeviceSecurity.io article 
highlighted the recent rising trend 
of Russia eliciting dark net markets 
for mobile app connectivity for its 
customers [8].  The ease of use with 
market-specific apps built for Android 
operating systems allowed ready 
access to Russian markets like “RuTor,” 
“Blacksprut, and “OMG!OMG!”

Inasmuch, the events that unfolded in 
the months leading to the one-year 
anniversary of the Russia-Ukraine 
conflict beckons the question as to why 
Russia seemingly laxed its stranglehold 

on Tor/VPN usage.  As highlighted 
in the CybersecurityConnect article 
[6], could the illicit cryptocurrency 
economy derived from the various 
dark net markets result in an influx 
of pro-Russia donations from those 
market administrators?  Could 
this “passive income” circumvent 
international sanctions and subsidize 
Russian military aggression?  Could 

the Russian government want to keep 
its population appeased by turning 
a blind eye to the illicit activity 
with a dark web nexus?  Could the 
increase in dark web usage, more 
specifically Tor, simply be state-
sponsored cyberwarfare vs. the general 
population?  

According to the Tor Metrics 
data in Tables 1 and 2, Russia has 
accounted for upward of 20% to 
35% of the bridge users by country 
since December 2021, when Moscow 
tightened the dark web/VPN 
restrictions.  However, according to 
the same data, over the past year, 
another country ripe with internal 
conflict and social unrest has taken 
over as the top country for bridge 
users—Iran.

Another development with 

dark web usage germane to 

Russia was the rise of mobile 

phone apps for individual dark 

net markets.

Figure 1.  Pro-Ukraine i2P Forum “PurpleChan” (Source:  i2p Forum [7]).
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THE DARK WEB IN IRAN
Iran is a country that has a unique 
relationship with the dark web.  They 
have very successful cyber criminals 
and ransomware groups with no 
affiliation to the Islamic Revolutionary 
Guard Corps, like SamSam actors, and 
state-sponsored cyber espionage and 
hacking groups known as advanced 
persistent threats.  Iran is also a  
country that restricts dark web usage 
for its citizens and often completely 
turns off their internet during 
heightened periods of civil discourse, 
as highlighted in a WIRED magazine 
article that described when the 
nationwide protest and vision clashes 
with the government sparked a five-
day internet shutdown on November 
15, 2019 [9].

For a populous that has grown 
accustomed to such authoritarian 
practices as well as highly publicized 
events, it is no surprise that when 
the Mahsa Amini protests began 
in September 2022, many rushed 
to aid the inevitable forthcoming 
internet “lockdown.”  One month 
after the protests began, CNBC 
reported such hacking conglomerates 
as “Anonymous” were conducting 
cyberattacks on the Iranian 
government infrastructure [10]. 

One VPN service that has spearheaded 
the campaign for internet freedom 
in Iran is Lantern VPN (Figure 2).  
However, the Oxen Privacy Tech 
Foundation (OPTF), which developed 

the “LokiNet” dark net as well as the 
end-to-end encryption messenger 
“Session,” saw an overwhelming influx 
of Iranian users since September 
2022.  The OPTF worked diligently 
to incorporate the support Persian 
(Farsi) script into the Session service 
and support connectivity from various 
VPNs circumventing Iranian firewalls 
(Figure 3).

While Iran’s extreme tactics carry 
much notoriety, internet censorship 
is well known in many countries 
throughout the Arabian Peninsula.  
Many human rights and free press 
organizations have a presence on 
various dark nets.  An example can 
be seen in Figure 4, where Saudi 
Arabia Human Rights campaign group 
ALQST hosted on I2P to sidestep the 
governmental firewalls.

Figure 2.  Lantern VPN for Iran (Source:  Lantern [11]). 

Figure 3.   Session Script on X/Twitter (Source:  Session [12]).
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CONCLUSIONS
With the events unfolding across 
Europe or in the Middle East, the dark 
web remains an essential component 
to empower internet freedom for those 
engulfed in the turmoil.  For many in 
the United States, it merely remains 
a novelty—a gateway into a shadowy 
underworld where contraband and 
taboo reign supreme.  It is something 
we are quick to portray in pop culture 
with many negative connotations.  
For those who are enveloped within 
country conflicts and severely 
restricted from what they can view or 
say online, the dark web serves as the 
only avenue to communicate or see the 
outside world.  Gathering intelligence 
from its sources is a critical process to 

understanding social sentiments and 
developing trends within war-torn 
regions.  
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SUMMARY

I n this article, we will discuss the confluence and 
utility of using software supply chain (SSC)-focused 
frameworks (The Updated Framework [TUF] and the 

in-toto framework), combined with behavioral approaches 
using artificial intelligence (AI) aligned with the National 
Institute of Standards and Technology (NIST) Cybersecurity 
Framework (CSF), to generate a truly comprehensive 
approach for SSC security [1].  Such a “defense-in-depth” 
approach recognizes that these frameworks by themselves 
fall short of addressing the guidelines for the integrity of 
SSCs.  We will also examine the common attacks currently 
employed against SSCs and how both frameworks can 
be utilized to prevent such attacks, along with suggestive 
alignment with required compliance frameworks [1–3].
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Additionally, we will explore the 
possibilities, challenges, best practices, 
benefits, and potential uses of AI 
computing models to assure the 
security of high-value SSCs.  Of all 
the potential uses of emerging AI-
enabled and machine-learning (ML) 
tools to promote cybersecurity in the 
defense community, their application 
to protecting software supply chains 
may be one of the most promising 
given the massive volume of coding 
information involved [4].  The U.S. 
Department of Defense’s (DoD’s) 
Chief Digital and Artificial Intelligence 
Office (CDAO), which the department 
recently established in June 2022, 
is already seeking to use AI and ML 
tools to conduct analysis within digital 
engineering and cyber supply chain use 
cases [5].

Because the success of an AI/ML tool 
depends, in part, on acquiring useful 
data in a timely manner, curating 
stored data plays a central role in 
producing high-efficacy predictions.  
Reasoning over these features drives 
recommendations for optimizations, 
leading to improvements in overall 
SSC security.  This includes identifying 
the following:

• Potential software-build bottlenecks 
(inclusive of on-premise, cloud, and 
hybrid),

• Usage trends,

• Vulnerabilities aligned with using 
libraries (e.g., dynamic link libraries, 
portable executables, etc.), and

• Fraudulent actions.

To protect critical military and 
homeland security SSCs, AI/ML-based 
supply chain analysis can be trained 
on a broad set of local, distributed, 
network, and end-point data to infer 
the probability of security threats and 
vulnerabilities in the supply chain. 

BACKGROUND
An SSC refers to a collection of 
software modules, libraries, and 
components built by third parties and 
the processes involved in developing 
and assembling software distributions.  
One leading software developer notes 
that an SSC includes all “networks 
of information about the software,” 
including its hardware, operating 
systems, and cloud services; the 
software’s sources “like registries, 
GitHub repositories, codebases, or 
other open-source projects”; and even 
the people who write its code [6].  
Today’s enterprise software products 
are intentionally engineered to draw 
upon broad software communities to 
enable more efficient, familiar, and 
interoperable baselines.  Developers 
achieve this by leveraging code sourced 
from external (but interconnected) 
libraries and modules that may serve 
different purposes for an application 
(e.g., encryption, authentication, and 
networking). 

Although efficiencies are gained 
through this form of community 
development, it also presents 
numerous opportunities for 
introducing harmful vulnerabilities and 

weaknesses, as an entity that acquires 
such software has limited visibility into 
and surety of the build’s security [2].  
Specifically, admitting dependencies 
through SSC development processes 
facilitates exploitable software 
code that can yield numerous (and 
cascading) vulnerabilities into the 
postbuilt product code baseline (see 
Figure 1).  As a result, the security 
of an application’s SSC is crucial to 
ensure that the final software product 
remains free from malicious elements 
like backdoors (whether “hidden” 
or unintentionally built) or other 
vulnerabilities.  A compromised SSC 
can have a widespread impact, as it 
will most likely affect multiple users 
simultaneously.  

The “SolarWinds” cyberattack 
levied in 2020 against multiple 
U.S. federal government systems by 
foreign adversarial groups precisely 
exploited these types of shortcomings 
in software supply chain security [7, 
8].  In what the U.S. Government 
Accountability Office (GAO) has 
called “one of the most widespread 
and sophisticated hacking campaigns 

The security of an 

application’s SSC is crucial to 

ensure that the final software 

product remains free from 

malicious elements like 

backdoors.
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ever conducted against the federal 
government and private sector” [9], a 
threat actor compromised SolarWinds’ 
“Orion” information technology 
administration suite by injecting 
malicious backdoor code into a routine 
software update package (see Figure 2).  
The threat actor, later identified by the 
intelligence community as the Russian 
Foreign Intelligence Service, was able 
to monitor affected systems, scrape 
information, and alter “command 
and control” activities.  Even worse, 
the SolarWinds compromise went 
undetected for nearly 12 months [9]. 

SSCs are integral to applications 
and systems widely used across the 
private and public sector, and securing 
them from hacking or adversarial 

intrusion is a critical national security 
objective.  For example, the U.S. 
"National Cybersecurity Strategy 
Implementation Plan," released in July 
2023, details several federal initiatives 
to mitigate the risks to both public 
and private sector SSCs by making the 
digital ecosystem more “transparent, 
secure, resilient, and trustworthy” 
[10].  In part, these actions seek 
to increase trust in international 
software suppliers by requiring 
that federal entities and contractors 
follow cybersecurity supply chain risk 
management (C-SCRM) best practices.

The DoD is similarly focused on 
protecting military-specific SSCs.  The 
Office of the Assistant Secretary of 
Defense for Sustainment (OASD[S]) 

recently listed the identification of 
SSC cyber vulnerabilities as one of its 
key activities in promoting acquisition 
security and is documenting existing 
source code exposures among the U.S. 
defense industrial bases [11].  The 
Office of the DoD Chief Information 
Officer is also working to finalize an 
enterprise-wide strategy for cyber 
supply chain risk management to guide 
protective actions for SSCs across the 
DoD [12].

An attack on an SSC occurs when 
malicious actors gain unauthorized 
access to and modify software at any 
point within the intricate software 
development supply chain, like what 
happened with the SolarWinds event.  
By introducing their own malicious 

Figure 1.  An Enterprise’s Visibility, Understanding, and Control of Its SSC Decreases With Each Layer of the Broader Development 
Community’s Involvement (Source:  NIST [2]).
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code, attackers aim to compromise a 
downstream target within the same 
supply chain [13].  Taking immediate 
action to secure SSCs—actions above 
and beyond the base updating of risk 
management plans—is necessary to 
effectively mitigate the risks posed 
by adversarial groups to both U.S. 
government and military network 
operations within this well-funded and 
active landscape. 

INTRODUCTION
Because current government policy 
guidance for supply chain risk 
management practice can best be 
characterized as broad and nonspecific 

[14], organizations whose SSCs are the 
targets of advanced persistent threats 
(APTs) or nation-state-supported actors 
require more robust guidance for 
addressing their vulnerabilities than 
typically offered (see Figure 3).  Due to 
the complexity and diversity of exploits 
that threaten SSCs, cybersecurity 
guidance would benefit greatly from 
identifying actionable critical details 
that organizations can take to directly 
address SSC hardening.  For example, 
C-SCRM practices presume that 
organizational maturity around SSC 
security exists.  However, suggested 
organizational governance and action 
plans (e.g., an organizational SCRM 
plan) generally only loosely address 

the direction needed for the effective 
triage, mitigation, and remediation of 
the SSC vulnerabilities that lie at the 
heart of SSC exploitations [14]. 

Figure 2.  GAO Depiction of How a Threat Actor Exploited SolarWinds’ Orion Software in 2010 (Source:  U.S. GAO [9]).

Figure 3.  Project Approach for Supply 
Chain Risk Management Practices 
(Source:  U.S. DoD [11]).
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Recent data presented by Herr [13] 
at the USENIX Enigma conference 
in February 2021 suggest that SSC 
attacks comprise a growing set of 
trends that include more attacks 
from state actors (Russia and China) 
involving many of the common open-
source projects used as dependencies 
within large organizations’ SSCs.  
Compromising software provided 
by developer tools available within 
popular app stores is a more efficient 
(cost and time) method for exploiting 
organizations; this path currently 
represents 25% of documented 
SSC security incidents.  Injecting 
vulnerabilities, backdoors, and software 
exploits into software staged within 
public, open-source repositories forms 
another 26% of attacks on SSCs, 
sourced from software updates to 
include common package management 
tools [15].  Common package 
management tools targeted by bad 
actors for SSC attacks can include 
application updaters (e.g., the FireFox 
browser updater), library package 
managers (e.g., RubyGems, PHP 
composure, and PIP install PyPI), and 
system package managers (e.g., APTs, 
YUM, and YaST).

Securing SSCs requires adopting 
preventive strategies against potential 
attacks.  This can be achieved by 
building a baseline and engaging 
in robust behavioral continuous 
monitoring practices.  These 
behavior-based methods involve 
employing AI models to forecast, infer, 
predict, correlate, and specify likely 

weaknesses, avenues of approach, 
and attack vectors within SSC-
embedded software.  Within the NIST 
Cybersecurity Framework (CSF), five 
subcategories of actions within the 
“Supply Chain Risk Management” 
category (ID.SC) of the “Identify” 
function lay out the key minimum or 
baseline actions needed for C-SCRM 
and are mandatory for select federal 
agencies (see Table 1) [1].

Including AI into C-SCRM best 
practices can amplify the use of 
existing frameworks claiming to 
provide “last mile” security to detect 
vulnerabilities already present in 
compromised SSCs.  For example, 
TUF states that a software update 
system is only truly considered 
“secure” if it promptly recognizes the 
latest available updates, ensures the 
correct file downloads, and prevents 
any harm resulting from checking or 
downloading files [16].  However, TUF 
also acknowledges the possibility that 
a package could be compromised even 
before it reaches a software update 
repository.

CHALLENGES IN SSC 
SECURITY
Due to the complex and diverse supply 
chain within the U.S. government, 
its reliance on a vast and diverse 
network of suppliers and vendors 
for software components introduces 
a spectrum of challenges in securing 
the software components it employs.  
Addressing SSC challenges requires 
a combination of technical solutions, 
robust security practices, collaboration 
among stakeholders, and adherence 
to industry standards.  It is crucial 
for organizations to prioritize SSC 
security to mitigate risks and protect 
against potential vulnerabilities and 
attacks.  Federal entities sometimes 
lack complete visibility into their 
SSCs, including the origin, integrity, 
and security of components.  This 
lack of visibility makes it challenging 
to identify and mitigate potential 
risks and vulnerabilities.  In addition, 
relying on third-party vendors 
introduces risks in terms of the 
security practices and integrity of the 
software components provided. 

The challenge lies in ensuring that 
these vendors adhere to strict security 
standards and supply secure software.  
A key weakness is the continued 
dependence on legacy systems and 
outdated software, much of it yet to 
be migrated or updated to newer, 
safer systems.  These systems often 
have known vulnerabilities or lack 
necessary security updates, making 
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CATEGORY SUBCATEGORY INFORMATIVE REFERENCES

Supply Chain Risk Management 
(ID.SC):  The organization’s 
priorities, constraints, risk 
tolerances, and assumptions are 
established and used to support 
risk decisions associated with 
managing supply chain risk. The 
organization has established 
and implemented the processes 
to identify, assess and manage 
supply chain risks. 

ID.SC-1:  Cyber supply chain risk 
management processes are identified, 
established, assessed, managed, 
and agreed to by organizational 
stakeholders. 

CIS CSC 4

COBIT 5 APO10.01, APO10.04, APO12.04, 
APO12.05, APO13.02, BAI01.03, BAI02.03, BAI04.02

ISA 62443-2-1:2009 4.3.4.2 ISO/IEC 27001:2013 
A.15.1.1, A.15.1.2, A.15.1.3, A.15.2.1, A.15.2.2 

NIST SP 800-53 Rev. 4 SA-9, SA-12, PM-9 

ID.SC-2:  Suppliers and third-party 
partners of information systems, 
components, and services are 
identified, prioritized, and assessed 
using a cyber supply chain risk 
assessment process. 

COBIT 5 APO10.01, APO10.02, APO10.04, APO10.05, 
APO12.01, APO12.02, APO12.03, APO12.04, 
APO12.05, APO12.06, APO13.02, BAI02.03 

ISA 62443-2-1:2009 4.2.3.1, 4.2.3.2, 4.2.3.3, 4.2.3.4, 
4.2.3.6, 4.2.3.8, 4.2.3.9, 4.2.3.10, 4.2.3.12, 4.2.3.13, 
4.2.3.14 

ISO/IEC 27001:2013 A.15.2.1, A.15.2.2 

NIST SP 800-53 Rev. 4 RA-2, RA-3, SA-12, SA-14, 
SA-15, PM-9

ID.SC-3:  Contracts with suppliers 
and third-party partners are used 
to implement appropriate measures 
designed to meet the objectives 
of an organization’s cybersecurity 
program and Cyber Supply Chain Risk 
Management Plan. 

COBIT 5 APO10.01, APO10.02, APO10.03, 
APO10.04, APO10.05 

ISA 62443-2-1:2009 4.3.2.6.4, 4.3.2.6.7 

ISO/IEC 27001:2013 A.15.1.1, A.15.1.2, A.15.1.3 

NIST SP 800-53 Rev. 4 SA-9, SA-11, SA-12, PM-9

ID.SC-4:  Suppliers and third-party 
partners are routinely assessed using 
audits, test results, or other forms 
of evaluations to confirm they are 
meeting their contractual obligations.

COBIT 5 APO10.01, APO10.03, APO10.04, 
APO10.05, MEA01.01, MEA01.02, MEA01.03, 
MEA01.04, MEA01.05 

ISA 62443-2-1:2009 4.3.2.6.7 

ISA 62443-3-3:2013 SR 6.1 

ISO/IEC 27001:2013 A.15.2.1, A.15.2.2

NIST SP 800-53 Rev. 4 AU-2, AU-6, AU-12, AU-16, 
PS-7, SA-9, SA-12

ID.SC-5:  Response and recovery 
planning and testing are conducted 
with suppliers and third-party 
providers. 

CIS CSC 19, 20 

COBIT 5 DSS04.04 

ISA 62443-2-1:2009 4.3.2.5.7, 4.3.4.5.11 

ISA 62443-3-3:2013 SR 2.8, SR 3.3, SR.6.1, SR 7.3,  
SR 7.4 

ISO/IEC 27001:2013 A.17.1.3 

NIST SP 800-53 Rev. 4 CP-2, CP-4, IR-3, IR-4, IR-6, 
IR-8, IR-9

Table 1.  NIST Guidance for Organizational Supply Chain Risk Management Under the “Identify” Function of the NIST Cybersecurity 
Framework (Source: NIST [1])

24 CSIAC Journal  //  2024 TABLE OF  
CONTENTS



them attractive targets for attackers.  
NIST CSF, C-SCRM, and Risk 
Management Framework (RMF) 
suggest controls and compliance 
requirements that manifest add 
complexity to SSC security [1–3).  
Meeting these requirements while 
ensuring the security and integrity of 
the supply chain can be challenging 
and very manually resource intensive.  
Finally, workforce challenges like 
organizational resource constraints and 
a shortage of cybersecurity expertise 
make it difficult to effectively manage 
and secure the SSC.  This can impede 
the implementation of robust security 
measures and practices.

SSC THREATS
Organizations and agencies in the 
United States should remain vigilant 
by implementing robust security 
measures, conducting regular risk 
assessments, and staying informed 
about emerging threats and attack 
vectors targeting SSCs.  Both nation-
state actors and APTs possess advanced 
capabilities and focus on developing 
aggressive, offensive cyberattack 
campaigns targeting the SSCs of 
U.S. organizations and government 
entities to gain unauthorized access, 
conduct espionage, or disrupt critical 
systems.  These actors, who often 
have sophisticated tools, are well-
funded, highly skilled, and focus on 
conducting both tactical and strategic 
operations ranging from establishing 
long-term access footholds in 

systems or networks to disrupting 
campaigns (e.g., false flag, fake news, 
and influence).  They employ various 
techniques, such as exploiting supply 
chain intermediaries to include 
injecting exploits into software 
provided by public open-source 
repositories, software distributors, and 
defense industrial base (DIB) system 
integrators (SIs).  Through infiltrating 
these trusted entities, they can inject 
malicious code, tamper with software 
components, or manipulate updates 
to distribute compromised software 
[13, 17]. 

For example, attackers inject malicious 
code or malware into legitimate 
software packages during development, 
distribution, or updates within 
publicly available repositories where 
key modules for enterprise software 
builds are staged.  This can result in 
compromised software being delivered 
to end-users, allowing attackers to 
gain unauthorized access or control 
over systems.  Nation-state and APT 
campaigns seek efficient (cost and 
time) means of gaining footholds 
within organizations.  Herr [13] 
suggested that many of the SSC attacks 
have gone unreported since many 
of the dependencies or third-party 
libraries used in software development 
are exploited through embedding 
backdoors into the software, 
potentially leading to unauthorized 
access or data breaches.  This current 
state encourages providers of software 
components for SSCs to embrace 
layered defense-in-depth approaches 

[18] that employ behavioral-based 
detections with AI, coupled with 
both software frameworks [16, 19], 
blockchains [20], and governance/
compliance frameworks [1].

PROPOSING LAYERED SSC 
SECURITY
Establishing mechanisms to verify the 
integrity and authenticity of software 
components throughout the SSC is the 
goal of any enterprise that depends 
on software sourced from multiple 
third-party providers.  Gaps in existing 
approaches to SSC security suggest the 
need for a comprehensive defense-in-
depth strategy that involves layering 
software frameworks to achieve the 
following:

• Improve metadata cataloging of 
software artifacts (e.g., implementing 
TUF and/or in-toto on artifacts),

• Use AI in behavioral-based detection 
approaches (i.e., use AI models to 
identify anomalies and points of 
compromise within an SSC),

• Implement a private or public 
blockchain to serve as an immutable 

Gaps in existing approaches 

to SSC security suggest the 

need for a comprehensive 

defense-in-depth strategy.
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electronic data structure to enable 
on- and off-chain comparisons of 
SSC components, and

• Align with the supply chain Identify 
portion (ID.SC) of the NIST CSF 
best practice recommendations [1]. 

When working in tandem, these 
layers can suggest major improvement 
proposals for SSC security wherein 
integration across each can support 
comprehensive SSC security.  Such 
integrated measures offer better 
protection against mix-and-match 
attacks, malicious mirrors, and key 
compromise vulnerabilities (e.g., 
single or threshold of keys).  Support 
of layered SSC security involves 
implementing best practices of access, 
validation control, and code change 
management to preserve the integrity 
of repository code commits (see  
Figure 4) [21].

The in-toto framework (intoto.
io) is a system designed to secure 
the entire SSC, encompassing the 
development, building, testing, and 
packaging processes.  It provides 
attestation of integrity and verifiability 
for each action performed throughout 
the supply chain, including code 
writing, compilation, testing, and 
deployment.  The framework ensures 
transparency by disclosing the 
order of steps and actors involved.  
According to in-toto [19], the 
framework enables users to verify 
the intended execution of each step, 
authenticate the actors involved, and 
ensure that materials (such as source 

code) remain untampered between 
steps.  TUF empowers developers to 
safeguard updated systems against 
repository compromises and attacks 
that focus on signing keys.  It offers 
a robust approach to provide trust 
information about software, including 
meta-information about artifacts.  Its 
primary objective is to authenticate the 
source of data stored in repositories.  
Additionally, it verifies the freshness 
of artifacts and maintains repository 
consistency, which are crucial steps 
for ensuring overall integrity and 
security in SSCs.  TUF aims to prevent 
malicious behavior where attackers 
manipulate software artifacts in a way 
that the combined result can become 
malicious [16].

SSCs rely on Software Bill of Materials 
(SBOM) manifest data from various 
sources.  Manipulation of this 

metadata has been shown to be an 
integral part of an SSC attack [17, 
20].  To address this SSC security gap, 
researchers have suggested integrating 
a private blockchain to remove the 
hacker’s ability to alter SBOM entries 
[22].  Blockchain’s decentralized 
and immutable nature provides a 
transparent and tamper-resistant 
ledger for SSC security by tracking 
software components, verifying 
their integrity, and enhancing supply 
chain transparency.  It provides an 
immutable and decentralized ledger 
that enhances trust and accountability 
in the supply chain [17].  An 
example has been demonstrated by 
Let’sTrace, which combines blockchain 
technology, federated learning, and 
both TUF [16] and in-toto [19] to 
enhance provenance in the cyber 
supply chain.  Let’sTrace leverages 
blockchain technology to enable “smart 

Figure 4.  Secure Software Commit Process (Source:  U.S. National Security Agency 
[NSA], Cybersecurity and Infrastructure Security Agency (CISA), and the Office of the 
Director of National Intelligence (ODNI) [21]).
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contracts” for blockchain transactions, 
which establishes an immutable and 
transparent ledger for monitoring 
supply chain activities with greater 
efficiency and speed.

Two examples exist within the 
literature that could potentially 
support blockchain integration for 
SSCs.  First, Let’sTrace incorporates 
TUF and in-toto frameworks to 
provide secure software updates and 
ensure the integrity of each step 
in the supply chain.  As discussed 
earlier, these frameworks verify the 
authenticity and integrity of software 
components, preventing unauthorized 
modifications and ensuring 
trustworthiness throughout the supply 
chain [22].  Second, DeepChain is an 
intelligent framework for SSC security 
based on blockchain technology that 
integrates ML techniques to analyze 
software artifacts, detect anomalies, 
and identify potential security risks 
or vulnerabilities using a consensus 
mechanism based on the blockchain 
network to ensure the immutability 
and transparency of SSC activities 
[23].  Its enhanced data privacy and 
secure communications within the 
supply chain align with governance 

best practices through enhanced 
traceability, improved security 
auditing, and efficient collaboration 
among supply chain participants.  

AI MODELS
AI models present multifaceted utilities 
for improving SSC security.  AI 
algorithms can analyze vast amounts 
of data, detect patterns, and identify 
anomalies, allowing for faster and 
more accurate security assessments.  
(Note:  A detailed discussion about 
specific AI approaches is beyond 
the scope of this article; however, 
Bandara et al. [22] provide ample 
motivation and treatment for the 
subject, leveraging a federated learning 
approach in support of SSC security.) 

For SSCs, AI forms one layer of the 
proposed defense in-depth strategy to 
provide risk assessment associated with 
software components, repositories, 
software providers, DIB SIs, and other 
SSC providers within the supply chain.  
For example, AI that continuously 
assesses vendor reputation and their 
security track record (e.g., an analog 
to the three-digit consumer credit 
score used by vendors to track and 

rate financial risk) can be a source 
of enrichment for making informed 
decisions for selecting and managing 
software suppliers and alerting security 
operators if vendors fall below an 
accepted threshold [24, 25]. 

A core goal of AI is to integrate 
within current workflows and tools 
to automate and orchestrate various 
security processes within the SSC.  
This includes automating vulnerability 
scanning, threat detection, and incident 
response for improving response times 
and enabling efficiency in workflows.  
These techniques are being employed 
to establish baseline behaviors and 
analyze deviations to help identify 
potential security threats, including 
malicious code injections, unauthorized 
access, and unusual patterns of 
behavior (Microsoft research has  
active efforts in this area; see Figure 5).  
AI enables predictive analytics in 
SSC security.  By analyzing historical 
data, AI models can forecast potential 
security risks and vulnerabilities, 
helping organizations proactively 
address them before they manifest.  

Predictive analytics also assist in risk 
assessment, identifying weak points 
in the supply chain and implementing 

Figure 5.  Overview of the Commit Detector Components, Data Flow, and Output in the “Anomalicious” Tool Proposed in 2021 
(Source:  Gonzalez et al. [26]; Made Available by CC BY 4.0).

Step 0:  Cloning
Clone a Local Copy of
Repository Using URL

Step 1:  Data Pipeline
Mines Logs & API to Build

Repository History

Step 2:  Factor Evaluator
Uses History to Compute

Commit Factor Values

Step 3:  Decision Model
Checks Values Against Rules,
Uses Violation Proportion to
Flag Anomalicious Commits

Output
Anomalicious

Commit Report

27Volume 8  //  Number 1TABLE OF  
CONTENTS



preventive measures.  AI-powered 
tools are being used to gather, analyze, 
and share threat intelligence across the 
SSC ecosystem.  These tools typically 
consist of the following components:  
(1) enterprise order management 
validation through attestations, (2) 
audit trails for provenance (i.e., artifact 
creation, lineage, and modification), 
and (3) audit trail integration for 
people-product integrated SBOMs 
(e.g., products like ActiveState, GitLab, 
and Tenable can support these 
functions).  Disseminating actionable 
intelligence to relevant stakeholders 
promotes process efficiencies through 
collaboration and enables a more 
comprehensive approach to security 
across the supply chain.  A necessary 
element of AI consists of identifying 
potential vulnerabilities in software 
components/modules/libraries to 
ensure compliance with security 
standards while recommending secure 
coding practices.  Development 
Security Operations (DevSecOps) 
pipelines can effectively incorporate 
AI into the build process/development 
lifecycle to enable organizations 
minimization of vulnerabilities injected 
by bad actors that could be exploited 
in the supply chain [27].

AI-powered systems can continuously 
monitor an SSC in real-time, 
detecting suspicious activities and 
unauthorized access.  AI is well-suited 
for automation of regular security 
audits and assessments of the SSC 
to identify potential vulnerabilities, 
risks, and gaps in security controls 

(i.e., alignment with RMF, C-SCRM, 
and CSF).  This enables organizations 
to proactively address potential 
exploits and vulnerabilities while 
receiving timely alerts to facilitate 
more rapid response to security 
incidents and mitigate potential 
damage.  In addition, the ability to 
instrument AI in conjunction with 
security documentation workflows can 
facilitate autocompletion and updating 
of required compliance documentation.  
AI can also be engineered within 
workflows in security orchestration 
automation and remediation (SOAR) 
tools to automate various security 
processes, reducing manual effort 
and increasing efficiency.  Tasks 
such as vulnerability scanning, threat 
intelligence analysis, and incident 
response can be actively integrated 
within SOAR and/or DevSecOps 
pipelines, freeing up security personnel 
from manually intensive processes to 
focus on more complex issues  
[24, 25, 27].

The ID.SC portion of Identify within 
the NIST CSF [1], the best practices 
within C-SCRM recommendations [2] 
and RMF [3] for SSC security, provide 
high-level guidance to identify, assess, 
and mitigate risks introduced through 
supply chain vulnerabilities.  These 
all lend themselves to governance 
workflows and processes that center 
around collaboration, communication, 
and documentation between various 
parties and stakeholders within an 
organization. 

CONCLUSIONS
The integration of AI in SSC security 
could empower both military and 
key national security SSC systems 
to enhance their threat detection, 
response capabilities, operational 
efficiency, risk assessment, and 
overall resilience against cyberthreats.  
Effective AI-enabled systems can 
empower leadership to stay ahead of 
emerging risks, protect critical systems, 
and safeguard sensitive information–
together significantly enhancing the 
security posture of the nation.  By 
leveraging AI in a layered, defense-in-
depth SSC security architecture, the 
government can improve its ability to 
detect and respond to attacks, secure 
critical systems, and maintain the 
integrity of the SSC, thereby enhancing 
overall cybersecurity readiness. 
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INTRODUCTION

A s the world becomes 
more complex, the U.S. 
Department of Defense 

(DoD) faces a range of challenges that 
demands innovative solutions.  One 
tool that has proven invaluable in this 
regard is modeling and simulation 
(M&S)—the process of creating a 
representation of a system or process 
and then using that representation to 
explore and test different scenarios.  
The modeled system can range from 
a piece of equipment to an entire 
organization, and the representation 
can take many forms, including 
mathematical models, computer 
simulations, or physical mock-ups 
(Figure 1).

By using M&S, the DoD can explore 
scenarios and test concepts without 
risking personnel or equipment.  In 
this article, we will explore the role 
of M&S in the DoD, its benefits, and 
some examples of its use.

M&S USED BY THE DOD
M&S used by the DoD is created by 
a range of organizations, including 
government agencies, defense 
contractors, and academic institutions 
[2].  These entities work together to 
develop M&S that meets the specific 
needs of the DoD.  The DoD has 
several organizations dedicated to 
developing and using M&S, including 
the Defense Modeling and Simulation 
Coordination Office (DMSCO) and 
the Defense Advanced Research 
Projects Agency (DARPA).  DMSCO 
is responsible for coordinating the use 
of M&S across the DoD, while DARPA 

focuses on developing advanced 
technologies that can be used in M&S 
applications [3].

Defense contractors are important 
players in developing M&S for the 
DoD.  These companies often have 
specialized expertise in areas such 
as software development, systems 
engineering, and data analytics, all 
critical for M&S development.

Academic institutions also play an 
important role in M&S development.  
Many universities have research 
programs focused on M&S, and 
they work closely with the DoD to 
develop innovative technologies and 
techniques.  The DoD often funds 
research projects at universities, 
providing resources and expertise 
to support M&S development.  This 
involves collaborating between 
government agencies, defense 
contractors, and academic institutions, 
all working together to create effective 
tools that can support military 
planning and operations.

The DoD has a joint program to 
develop an integrated suite of modern 
computational engineering tools 
within an architecture that aligns both 
acquisition and operational business 
processes (Figure 2) [4].  The suite 
includes models, simulations, and 
related capabilities and trade space 
assessment and visualization tools.  
The U.S. Army is implementing a 
lifecycle approach for extensive and 
complex product data required in the 

By using M&S, the DoD can 

explore scenarios and test 

concepts without risking 

personnel or equipment. 

Figure 1.  Example of a Soldier Using M&S (Source:  Techviz.com [1]).
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engineering design, acquisition, and 
sustainment of military systems 
being adopted by the Army Combat 
Capabilities Development Command.

THE BENEFITS OF M&S
The benefits of M&S are numerous—
the most significant is the ability to 
explore scenarios and test concepts 
in a safe, controlled environment.  
By creating a model of a system 
or process, analysts can adjust 
parameters and inputs to see how 
the system or process reacts.  An 
analyst might model the impact of 
a particular weapon on a particular 
target, adjusting variables like range, 
angle, and projectile type to see how 
the weapon performs under different 
conditions.  This kind of testing can 

provide insights that would be difficult 
or impossible to obtain through live 
testing.  M&S can also be used to 
explore scenarios that would be too 
risky, expensive, or time-consuming 
to test in the real world.  For example, 
an analyst could model the impact of 
a cyberattack on a military network to 
see how the network would respond.  
This kind of testing, also known as 
chaos engineering (CE), can help 
identify vulnerabilities and inform the 
analyst of developing countermeasures. 

CE is a discipline that aims to 
proactively uncover vulnerabilities 
and weaknesses in complex systems 
by intentionally injecting failures 
or disruptions.  It involves running 
controlled experiments in production 
or testing environments to simulate 

various real-world failure scenarios 
and observe how the system responds.  
The core principle of CE is to expose 
and address weaknesses before 
they result in unplanned outages or 
service disruptions.  By intentionally 
introducing failures, CE helps build 
resilience, identify potential points 
of failure, and improve the overall 
reliability and robustness of systems. 

It is worth noting that CE should 
be conducted in a controlled and 
measured manner, with proper 
planning and consideration for the 
potential impact on users and business 
operations.  It is not about inducing 
chaos indiscriminately but rather 
using well-defined experiments to gain 
insights and improve system reliability.

The economic benefits of M&S are just 
as impressive, including significantly 
accelerated time to market, drastically 
increased employment opportunities, 
whole-market growth, and innovative 
new products.  This is only a glimpse 
of the potential impacts M&S can have.  
M&S can offer the following [5]:

Figure 2. DoD Computational Engineering Tools Suite (Source:  U.S. Department of the 
Army [4]).

The benefits of M&S are 

numerous—the most 

significant is the ability to 

explore scenarios and test 

concepts in a safe, controlled 

environment.
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• 98% reduction in prototyping and 
testing

• 25% reduction in safety incidents

• 55% improvement in energy 
efficiency

• 35% improvement in overall 
operating efficiency

• 55% reduction in water usage

• 30% reduction in consumer 
packaging 

HISTORY OF M&S AND 
THE DOD
The DoD has a long history of using 
M&S.  In the 1990s, the Department 
embraced M&S to explore and test 
new concepts and technologies.  One 
notable example is the development of 
the Joint Strike Fighter ( JSF) [6].  The 
JSF program was initiated by the DoD 
to develop a next-generation, multirole 
combat aircraft that could replace 
a variety of existing aircraft across 
different branches of the U.S. military 
and be used by international partners.

The JSF program aimed to develop 
three variants of the aircraft—the 
conventional takeoff and landing 
variant for the U.S. Air Force, the 
carrier-based variant for the U.S. Navy, 
and the short takeoff and vertical 
landing variant for the U.S. Marine 
Corps and the United Kingdom’s Royal 
Navy.

The concept development phase for 
the JSF program began in 1993, 

followed by the System Development 
and Demonstration (SDD) phase in 
2001 [6].  The SDD phase involved 
constructing and testing prototypes 
to validate the aircraft’s design and 
performance.  The first prototype, 
known as the X-35, made its maiden 
flight in 2000.  The following year, the 
X-35 was selected over its competitor, 
the Boeing X-32, to be the basis for 
JSF production.

Another example in the early 1990s is 
when The Boeing Company pioneered 
a new technique of designing a 
passenger jet entirely using computer 
M&S (Figure 3) [1].  Compared with 
traditional design methods used for 
the Boeing 757 and 767 designs, 
which involved physical mock-ups, the 
virtual design process resulted in the 
following design efficiencies:

• Elimination of >3,000 assembly 
interfaces

• 90% reduction in engineering change 
requests (6,000 to 600)

• 50% reduction in cycle time for 
engineering change request

• 90% reduction in material rework

• 50× improvement in assembly 
tolerances for fuselage

Engineers utilized M&S to simulate 
the performance of the aircraft under 
various scenarios, enabling them to 
optimize the design and ensure it met 
the needs of multiple branches of the 
military and international partners [2].

As time progressed, the DoD expanded 
the use of M&S to support battlefield 
planning and decision-making [3]. 
Analysts also leveraged simulations 
to model different scenarios, allowing 
commanders to explore potential 
outcomes, evaluate strategies, and 
better prepare for contingencies.  
To continue future expansion of 
M&S, the DoD should focus on the 
following:  technology advancements, 
interoperability, cloud-based solutions, 
synthetic training environments, 
scenario diversification, enhanced 
human-machine teaming, test and 
evaluation, and adaptive learning.   

Figure 3.  M&S Used by Boeing (Source:  Techviz.com [1]).
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Recognizing the importance of 
human performance, the DoD also 
began utilizing M&S to optimize 
the capabilities of its personnel.  
Researchers employed simulations to 
study factors such as fatigue, stress, 
and decision-making under pressure.  
By modeling the impact of these 
factors, researchers could identify ways 
to improve training, equipment, and 
procedures, ultimately enhancing the 
performance of military personnel [7].  

Logistics operations also benefited 
from the integration of M&S.  With 
the vast scale of DoD operations, 
analysts used simulations to optimize 
the movement of personnel, 
equipment, and supplies.  By modeling 
different scenarios and adjusting 
variables, such as transportation 
routes and inventory levels, they 
identified ways to improve efficiency 
and reduce costs [8].  In recent years, 
the increasing reliance on networked 
systems prompted the DoD to apply 
M&S to cybersecurity.  Analysts 
simulated cyberattacks and assessed 
the response of networks, identifying 
vulnerabilities and developing 
effective countermeasures to enhance 
cybersecurity measures [9].

The DoD’s use of M&S has evolved 
into an integral component of defense 
operations.  It has enabled informed 
decision-making, realistic training, 
optimized logistics, and strengthened 
cybersecurity measures. Looking 
ahead, the DoD will undoubtedly 
continue to leverage M&S, capitalizing 
on technological advancements to meet 

the evolving demands of the defense 
community [10].

CHALLENGES 
While the benefits of M&S are 
significant, there are also challenges 
to its effective use.  One of the biggest 
of these is ensuring that models are 
accurate and represent the modeled 
system or process.  Inaccurate models 
can lead to flawed insights and 
recommendations, potentially putting 
lives and resources at risk.  To address 
this challenge, analysts must ensure 
that models are based on sound data 
and validated through testing and 
evaluation.  Another challenge is 
ensuring that models are accessible 
and usable by a range of stakeholders.  
Simulations can be complex and 
technical, requiring specialized 
expertise to develop and use.  To 
ensure that models are widely used 
and contribute to decision-making, 
they must be developed with the needs 
and perspectives of end-users in mind.

Finally, there is the challenge of 
integrating M&S with other decision-
making tools and processes.  M&S 
is just one tool in a broader toolkit 

for decision-making, and it must be 
used in concert with other tools and 
processes, such as data analysis and 
expert judgment.  To ensure that M&S 
is effective, it must be integrated into 
broader decision-making processes and 
supported by leadership at all levels.

THE FUTURE OF M&S
The future of M&S in the battlefield 
holds great potential for further 
advancements and applications.  
Increased realism is one of the 
potential developments that may shape 
the future of M&S.  As computing 
power and technology continue 
to advance, M&S simulations will 
become more sophisticated and 
realistic.  This will allow high-fidelity 
representations of complex systems, 
including advanced physics-based 
models, realistic terrain, and dynamic 
environments.  The result will be more 
accurate simulations that provide 
realistic training experiences and 
improved analysis.

Artificial Intelligence (AI)

Integrating AI is another potential 
development in M&S.  AI technologies 
can introduce intelligent agents and 
automated decision-making capabilities 
within simulations.  AI algorithms 
can generate intelligent adversaries, 
simulate realistic human behaviors, and 
support autonomous decision-making, 
enhancing training, planning, and 
scenario generation [10].

In recent years, the increasing 

reliance on networked 

systems prompted the DoD to 

apply M&S to cybersecurity.  
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Augmented Reality/Virtual 
Reality (AR/VR)

Integrating AR/VR technologies 
with M&S will offer immersive and 
interactive training experiences.  
Virtual environments can replicate 
real-world scenarios, allowing soldiers 
to train in realistic combat simulations, 
conduct mission rehearsals, and 
familiarize themselves with equipment.  
Augmented reality can provide real-
time information overlays on the 
battlefield, enhancing situational 
awareness and decision-making.  The 
advent and increasing use of haptics 
and touch will enhance immersion in 
AR/VR M&S applications. Haptics, 
which involves the sense of touch, 
plays a crucial role in creating a more 
realistic and immersive experience 
for users interacting with virtual 
environments.   

By incorporating haptics feedback, 
AR/VR developers can add a sense 
of touch and physical presence to 
virtual objects and interactions.  
This technology allows users to feel 
textures, vibrations, and even the 
impact of virtual objects, making the 
experience more engaging and lifelike.

In AR/VR military M&S applications, 
haptics can have numerous practical 
benefits, such as the following:

• Training Realism:  Haptics can 
make training simulations feel 
more authentic, enabling trainees 
to  experience realistic, physical 

feedback in various scenarios.

• Skill Development:  By providing 
tactile cues, haptics can assist 
users in developing and refining 
their skills in a controlled virtual 
environment.

• Immersive Gaming:  In gaming 
applications, haptics can create 
a deeper sense of immersion, 
heightening the overall gaming 
experience.

• Medical and Healthcare Training:  
Haptics can be used in medical 
training simulations to provide 
students with a more realistic sense 
of touch when practicing procedures.

• Industrial and Manufacturing 
Simulation:  Haptics can be applied 
in industrial settings to simulate 
interactions with machinery and 
equipment, aiding in training and 
safety.

The ongoing advancements in haptics 
technology, such as more sophisticated 
haptics feedback devices and better 
integration with AR/VR systems, have 
contributed to its increased adoption 
across various industries.  As this 
technology continues to evolve, we 
can expect even more innovative uses 
of haptics to further enhance the 
immersion and effectiveness of AR/VR 
M&S applications.

Networked simulations will play 
a vital role in the future of M&S.  
With the increasing connectivity of 
military systems, integrating multiple 
simulations into a larger distributed 

network will enable collaboration, 
training, and joint operations virtually.  
This will facilitate realistic training 
for multinational forces, testing 
of interoperability, and evaluation 
of complex operational scenarios.  
Advancements in data analytics and 
machine-learning techniques will 
continue to benefit M&S. 

By analyzing large datasets generated 
from simulations, analysts can gain 
valuable insights, identify patterns 
or trends, and inform decision-
making.  This supports optimizing 
strategies and developing new 
concepts and technologies.  Real-
time simulation and decision support 
will be crucial in dynamic situations.  
Linking simulations to real-time 
data feeds allows for rapid analysis 
and decision-making based on the 
evolving battlefield environment.  This 
integration will provide commanders 
with the ability to evaluate potential 
courses of action and predict the 
outcomes of various tactical and 
strategic decisions. 

Continued interdisciplinary 
collaboration between military 
organizations, academia, and industry 
will be essential for advancing M&S 

Real-time simulation and 

decision support will be 

crucial in dynamic situations.  

35Volume 8  //  Number 1TABLE OF  
CONTENTS



capabilities.  Collaboration drives 
innovation, facilitates the exchange 
of knowledge and expertise, and 
fosters the development of innovative 
technologies.  This ensures that M&S 
remains at the forefront of battlefield 
training, planning, and decision-
making.  It is important to note that 
these developments are speculative 
and depend on technological 
advancements, operational 
requirements, and the evolving nature 
of warfare.  Nonetheless, M&S is 
expected to continue playing a vital 
role in training, readiness, and decision 
support for military forces in the near 
future [10].

CONCLUSIONS
M&S has become an indispensable 
tool, transforming the way military 
operations are conducted.  The ability 
to simulate different scenarios and 
test concepts in a safe and controlled 
environment has revolutionized 
decision-making processes, reduced 
risks, and enabled the development of 
innovative technologies and strategies.

M&S plays a significant role in the 
advancement of defense capabilities, 
allowing analysts to explore a wide 
range of scenarios and optimize the 
performance of military systems.

While challenges exist, such as 
interoperability of simulation systems, 
data management, and the validation 
and verification of models, the benefits 

of M&S in defense applications are 
clear—it enables the exploration 
of new concepts and technologies, 
enhances training and readiness, 
optimizes logistics operations, and 
strengthens cybersecurity measures.

Looking to the future, M&S will 
continue to play a vital role in 
defense operations.  Technological 
advancements will drive increased 
realism, integrating AI and AR/VR 
and enhancing the immersive and 
interactive nature of simulations.  
Networked simulations will facilitate 
multinational collaboration and 
interoperability testing, while advanced 
data analytics will provide valuable 
insights and support decision-making 
processes.  Real-time simulation 
and decision support will empower 
commanders with timely and accurate 
information, enabling them to respond 
effectively to dynamic situations.  The 
future of M&S in defense applications 
is bright, and its ongoing development 
and utilization will ensure the 
readiness and effectiveness of our 
armed forces for years to come [10].  
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INTRODUCTION

S afe digital communication for 
organizations and individuals 
is protected online by using 

cryptography, whether making an 
online purchase from a favorite 
online store or sending an email to 
a friend or colleague.  Imagine the 
impact if cybercriminals could break 
the cryptographic algorithms used 
to encrypt all our banking, medical 
information and history, or any 
sensitive data we use in our day-to-
day digital life.  As we venture into 
a time where quantum computing 
powers could break all conventional 
encryption methods, the emergence 
of post-quantum cryptography 
takes center stage and should be 
on top of our priorities, providing 
us with alternatives to keep our 
digital interactions and data secured.  
Developing any new quantum-resistant 
cryptosystems must be done openly 
and in complete transparency and 
subjected to rigorous testing and 
analysis.

A classical computer BIT is a ZERO 
(0) or a ONE (1), arranged in logical 
order that makes sense when mapped 
to a natural language [1].  Quantum 

computing uses the quantum bit 
(qubit) as the basic unit of information 
rather than the conventional bit.  
Processing information is conducted 
fundamentally in different ways to 
the conventional classical computers, 
which can only be represented by 
either “1” or “0” of binary information 
at any single time.  Quantum 
computing uses qubits, which can 
represent both 0 and 1 simultaneously.  
This main characteristic of an 
alternative system of qubits is what 
permits the coherent superposition of 
ones and zeros, the digits of the binary 
system around which all computing 
revolves [2].

THE QUANTUM THREAT
The previously deemed implausible 
attacks capable of undermining our 
current cryptographic algorithms have 
become feasible due to the emergence 
of powerful quantum computing, 
which exploits the principles of 
quantum mechanics.  It is evident 
that numerous malicious actors and 
cybercriminals are actively harvesting 
encrypted data, anticipating that 
forthcoming technologies will soon 
break these algorithms—i.e., hack now, 
crack later [1].

These attacks can result in harvesting 
and breaking any session key, stealing 
encrypted and well-protected data 
from cloud storage.  Data encryption 
is what protects us today in many 
major breaches, as it renders the 
data useless in the wrong hands.  
Conventional cryptographic algorithms 
like Rivest-Shamir-Adleman (RSA) 
rely on mathematical large prime 
equations that are extremely difficult 
to solve using classical computers.  
Quantum computing will exploit 
these inherent patterns and solve 
those problems exponentially much 
faster, rendering many existing 
encryption methods vulnerable to 
quantum-powered attacks.  By making 
fraudulent digital certificates and 
deriving private keys from public keys, 
intercepting any website-encrypted 
communication becomes an easier task 
for cybercriminals.

For example, to protect a website and 
obtain the Hypertext Transfer Protocol 
Secure (HTTPS) padlock symbol, we 
use a protocol called Transport Layer 
Security (TLS) v1.3.  The TLS uses a 
256-bit key for data encryption and 
decryption, turning plaintext into 
ciphertext (Figure 1).  In the current 
computing powers, a supercomputer 
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ELECTRONIC
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MESSAGE

PUBLIC
KEY

COMPUTER COMPUTERPRIVATE
KEY

Figure 1.  Information Encryption and Decryption (Source:  C. Saliby).
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will take a million years to crack this 
encryption.  Using quantum computing 
powers to crack the same key will take 
~8 hours.

THE QUANTUM 
CRYPTOGRAPHIC 
COMPROMISE
In today’s encryption, we use 
symmetric and asymmetric 
cryptography.  Symmetric uses the 
same key to encrypt and decrypt 
the data.  The most current secure 
algorithm used is the Advanced 
Encryption Standard (AES), which 
can be implemented using 128 bits 
and 256 bits.  The main difference 
between 128- and 256-bit blocks is 
that 128 uses 10 rounds of processing 
to generate keys, while 256 uses 14 
rounds of processing to generate keys.

Asymmetric cryptography uses two 
keys—public and private cryptographic 
keys in combination.  As the name 
indicates, the public key is given to 
anyone we want to share the encrypted 
data with, and the private key is kept 
well protected in our possession.  
Mathematically speaking, these 
keys are very large prime numbers.  
Examples on asymmetric algorithms 
are Rivest, Shamir, Adleman (RSA), 
Diffie-Hellman (DH), and Elliptic 
Curve Cryptography (ECC).

BREAKING BAD IN THE 
ERA OF QUANTUM
Two important algorithms worth 
discussing are Shor and Grover.  
Combining these algorithms with 
the might of quantum computing 
powers will easily break most of our 
current cryptographic algorithms and 
encryption used today.  They were 
considered and used in analyzing post-
quantum cryptography (PQC).  Part 
of the National Institute of Standards 
and Technology’s (NIST’s) efforts in 
initiating a process to solicit, evaluate, 
and standardize one or more quantum-
resistant, public-key cryptographic 
algorithms, PQC aims to provide 
a robust security in a quantum-
computing landscape, ensuring that 
encrypted data remains confidential 
and its integrity is well preserved 
[3–5].

Several misconceptions surround 
PQC.  One is the notion that achieving 
quantum-resilient cryptography 
necessitates the use of quantum 
computers.  Another misconception 
is the belief that no immediate 
measures can be taken to safeguard 
data against quantum-enabled 
decryption.  Similarly, some individuals 
mistakenly assume that it is solely the 
responsibility of the Cloud provider 
to secure their Cloud-based data from 
quantum threats [1].

Quantum computing, particularly 
with the Shor algorithm, offers 
a vastly accelerated approach to 

solving factoring problems.  This 
includes tackling challenges like 
integer factorization and elliptic 
curve and discrete logarithm problem.  
Consequently, encryption methods 
such as RSA, DH, and ECC can 
potentially be compromised within a 
matter of minutes or hours, as opposed 
to the previously projected timeframe 
of thousands of years.

While the Shor algorithm takes care 
of asymmetric cryptography using 
factoring, the Grover algorithm will 
take care of symmetric cryptography 
by searching for unstructured 
databases solving function inversion, 
cutting the brute forcing time of 
any symmetric algorithm in half.  
Also known as the Quantum Search 
algorithm, the Grover algorithm 
provides a quadratic speedup for 
unstructured searches using O(√ n) 
evaluations, speeding searches from 
(n/2) to (√ n) steps [6].

IS MY ORGANIZATION AT 
RISK?
The data that requires protection for 
a prolonged period is the data we 
must protect (Figure 2).  The threat 

Quantum computing offers a 

vastly accelerated approach 

to solving factoring problems.  
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is now, and the critical impact is 
soon.  Preparing for post-quantum 
cryptography should be prioritized 
based on the data’s shelf life and 
system’s lifetime durations.

According to a McKinsey study 
[7], while quantum computers may 
not be able to crack conventional 
encryption protocols until 2030, 
many cybersecurity and risk managers 
should evaluate their options today.

Using a cryptographically relevant 
quantum computer will make it 
very easy to break the traditional 
algorithmic encryptions currently 
used.  The decision-makers within 

the cybersecurity industry must start 
thinking of these problems and act.  
What was expected to happen in 20 
years has started evolving much faster 
than expected and is taking shape.

ENTERING THE 
POST-QUANTUM 
CRYPTOGRAPHY ERA
Many industries and sectors follow 
rigorous standards, regulations, and 
industry compliance, one of which is 
the cryptographic standard dictating 
what should be used to encrypt 
sensitive data.  An example is using 

the Federal Information Processing 
Standard (FIPS) 140-2 with the 
AES 256-bit keys or the more 
efficient NIST-approved FIPS 197 
or FIPS 180-4, as defined in Special 
Publication 800-38D for encrypting 
data at rest [4].

NIST already announced their six 
years’ competition selection for 
Quantum-Resistant Cryptographic 
algorithms [5]:

“Today’s announcement is an 
important milestone in securing 
our sensitive data against the 
possibility of future cyberattacks 
from quantum computers,” said 
Secretary of Commerce Gina M. 
Raimondo. “Thanks to NIST’s 
expertise and commitment to 
cutting-edge technology, we are 
able to take the necessary steps 
to secure electronic information 
so U.S. businesses can continue 
innovating while maintaining 
the trust and confidence of their 
customers.”

For general encryption and securing 
website access, NIST selected the 
Cryptographic Suite for Algebraic 

Using a cryptographically 

relevant quantum computer 

will make it very easy to break 

the traditional algorithmic 

encryptions currently used.  

Figure 2.  Data at the Core of Any Cyber Risk Assessment (Source:  C. Saliby).
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Lattices (CRYSTALS)-Kyber algorithm 
[8].  Kyber is an IND-CCA2-secure 
key encapsulation mechanism (KEM) 
whose security is based on the 
hardness of solving the learning-with-
errors (LWE) problem over module 
lattices.  Kyber-512 aims at security 
equivalent to AES-128, Kyber-768 
aims at security equivalent to AES-
192, and Kyber-1024 aims at security 
equivalent to AES-256.

For users interested in using the Kyber 
algorithm, a hybrid mode combined 
with an established “pre-quantum” 
security like the elliptic-curve Diffie-
Hellman is recommended.  Using the 
Kyber-768 parameter set will provide 
decent protection, as it achieves more 
than 128 bits of security against all 
known classical and quantum attacks.

Table 1 gives an indication of the 
performance of Kyber, where the 
benchmarks were obtained using 
the Intel Core i7 Haswell central 
processing unit (CPU).  The table 
displays the key generation cycles (gen), 
the encapsulation cycles (enc), and the 
decapsulation cycles (dec).  For higher 
security encryption, NIST selected 
CRYSTALS-Dilithium, FALCON, 
and SPHINCS+, recommending 
CRYSTALS-Dilithium as the primary.

The Dilithium algorithm is a digital 
signature scheme that is strongly 
secure under chosen message attacks 
based on the hardness of lattice 
problems over module lattices.  The 
security notion means that adversaries 

having access to a signing oracle 
cannot produce a signature of a 
message whose signature they have 
not yet seen nor can they produce a 
different signature of a message that 
they have already seen signed [9].

For users interested in using the 
Dilithium algorithm, a hybrid mode 
combined with an established 
"pre-quantum" signature scheme is 
recommended.  Using the Dilithium3 
parameter set will achieve more than 
128 bits of security against all known 
classical and quantum attacks.

Table 2 gives an indication of the 
performance of Dilithium, where the 
benchmarks were obtained using the 
Intel Core i7 Skylake CPU.  The table 
displays the key generation cycles 
(gen), the encapsulation cycles (enc), 
and the decapsulation cycles (dec).

While we have discussed two of the 
cryptographic quantum-resistant 
algorithms announced by NIST, 
the following other postquantum 
cryptography protocol proposals are 
worth mentioning [10, 11].

Kyber-512

Sizes  
(in bytes)

Haswell Cycles 
(ref) Haswell Cycles (avx2)

sk: 1632 gen: 122684 gen: 33856

pk: 800 enc: 154524 enc: 45200

ct: 768 dec: 187960 dec: 34572

Kyber-768

Sizes  
(in bytes) Haswell Cycles (ref) Haswell Cycles (avx2)

sk: 2400 gen: 199408 gen: 52732

pk: 1184 enc: 235260 enc: 67624

ct: 1088 dec: 274900 dec: 53156

Kyber-1024

Sizes  
(in bytes) Haswell Cycles (ref) Haswell Cycles (avx2)

sk: 3168 gen: 307148 gen: 73544

pk: 1568 enc: 346648 enc: 97324

ct: 1568 dec: 396584 dec: 79128

Table 1.  Kyber Algorithm Performance [8]
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• FrodoKEM - A post-quantum 
cryptography project that is a 
collaboration between researchers 
and engineers at Centrum Wiskunde 
& Informatica (CWI), Google, 
McMaster University, Microsoft 
Research, NXP Semiconductors, 
Stanford University, and the 
University of Michigan.  The 
International Organization for 
Standardization has approved 
FrodoKEM and two other 
algorithms.

• SIKE and SIDH (Supersingular 
Isogeny Key Encapsulation) and 

(Supersingular Isogeny Diffie-
Hellman) - Use arithmetic operations 
of elliptic curves over finite fields 
to build a key exchange; they are 
insecure and should not be used.

• Picnic - A public-key digital 
signature algorithm.  Unlike most 
other public-key cryptographies, 
Picnic is not based on hard problems 
from a number theory.  Instead, it 
uses a zero-knowledge proof and 
symmetric key primitives.

• qTESLA - a post-quantum signature 
scheme based upon the ring-LWE 
problem.

CONCLUSIONS
Although post-quantum cryptography 
holds significant promise, its adoption 
does not come without major 
challenges.  One main obstacle is 
transitioning from the conventional 
established cryptographic methods and 
algorithms to a new era of algorithms.  
Organizations must thoroughly and 
cautiously manage this transition 
to ensure a flawless shift while 
maintaining the integrity, availability, 
and confidentiality of their data.

Failing to plan is planning to fail.  
From this, the following considerations 
toward post-quantum cryptography are 
recommended:

• Create an inventory in which all 
applications and infrastructure 
within the environment using public 
key cryptography are identified.

• Conclude crown jewels data 
currently protected by public key 
cryptography.

• Design a clear transition plan for 
using PQC algorithms within the 
environment, including testing and 
adopting new PQC algorithms and 
retiring the old ones.

• Work closely with all vendors and 
third parties involved regarding 
the PQC requirements and 
maintain clear engagement with 
all stakeholders regarding the 
implementation of new algorithms.   

Dilithium2

Sizes  
(in bytes) Skylake Cycles (ref) Skylake Cycles  

(avx2)

gen: 300751 gen: 124031

pk: 1312 sign: 1355434 sign: 333013

sig: 2420 verify: 327362 verify: 118412

Dilithium3

Sizes  
(in bytes) Skylake Cycles (ref) Skylake Cycles  

(avx2)

gen: 544232 gen: 256403

pk: 1952 sign: 2348703 sign: 529106

sig: 3293 verify: 522267 verify: 179424

Dilithium5

Sizes  
(in bytes) Skylake Cycles (ref) Skylake Cycles  

(avx2)

gen: 819475 gen: 298050

pk: 2592 sign: 2856803 sign: 642192

sig: 4595 verify: 871609 verify: 279936

Table 2. Dilithium Algorithm Performance [9]
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One of the projects that users and 
their organizations should monitor 
is the Open Quantum Safe project, 
which is an open-source project that 
aims to support the development and 
prototyping of quantum-resistant 
cryptography.  Their liboqs library 
is a collection designed to further 
post-quantum cryptography and 
implementations of quantum-safe 
KEM and Digital Signature algorithms.  
They have produced very interesting 
cryptographic integrations, such as the 
Post-Quantum Crypto VPN, which is 
a fork of OpenVPN integrated with 
post-quantum cryptography; the Post-
Quantum Secure Shell (SSH), which 
is a fork of OpenSSH 7.7; and the 
Post-Quantum TLS, which is a fork of 
OpenSSL [12]. 
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